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Abstract: The Chi-Square statistic is the primary statistic used for testing the statistical significance of the cross-tabulation table. The Chi-Square test is based on an approximation that works best when the expected frequencies are fairly large. There is still a lack of consensus on the optimum method most texts recommend the use of the chi squared test and there is disagreement on the boundary between 'large' and 'small' sample sizes. So in this paper discussed the limitations and requirements for proper use, especially related to the minimum number of sample requirements for table 2x2.

The study focused on four versions of the Chi-Squared test the tests were: Pearson’s Chi-Squared test, Yates’s Chi-Squared test, Likelihood Ratio Chi-Square test and ‘N - 1’ Chi-Squared test. From each of the test statistic equations, composed functions that can explain the relationship between the size of the sample (m), the probability of each category (k) and the amount of difference can be detected (d). Concluded that it takes a larger sample when the value of k nearest 0.5 and smaller when approaching a value of 0 or 1. The four test statistics that have the same pattern, but the statistics Yate’s need a sample of the largest while the three others the sample sizes are nearly equal.
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1. Introduction

The contingency table, also known as cross-tabulation, is a joint frequency distribution of cases based on two or more categorical variables. Contingency table analysis is a common method of analyzing the association between two categorical variables. There are two separate sampling strategies lead to the contingency table analysis. First, Test of Independence. A single random sample of observations is selected from the population of interest, and the data are categorized on the basis of the two variables of interest. Second, Test for Homogeneity [1]. Separate random samples are taken from each of two or more populations to determine whether the responses related to a single categorical variable are consistent across populations.

The Chi-Square statistic is the primary statistic used for testing the statistical significance of the cross-tabulation table. The two-way table is set up the same way regardless of the sampling strategy, and the chi-square test is conducted in exactly the same way. Chi-Square tests whether or not the two variables are independent. The chi-square test is based on an approximation that works best when the expected frequencies are fairly large. No expected frequency should be less than 1 and no more than 20% of the expected frequencies should be less than 5. For tables larger than 2x2, the chi-square distribution with the appropriate degrees of freedom provides a good approximation to the sampling distribution of Pearson's chi-square and the Likelihood Ratio Chi-Square. However, the Chi-Square statistic is only approximated by the chi-square distribution, and that approximation worsens with small expected frequencies. When we have very small expected frequencies, the possible values of the chi-square statistic are quite discrete. The general rule is that the smallest expected frequency should be at least five. However Cochran (1952), who is generally considered the source of this rule, acknowledged that the number “5” seems to be chosen arbitrarily [3].

Statistical test of 2 × 2 tables have been under discussion for a hundred years and dozens of research papers have been devoted to them. However, there is still a lack of consensus on the optimum method most texts recommend the use of the chi squared test for large sample sizes and the Fisher-Irwin test for small sample sizes, but there is disagreement on the boundary between ‘large’ and ‘small’ sample sizes [4]. Because the Pearson Chi-Square statistics and Likelihood Ratio Chi-Square statistics are based on a normal distribution approach, so in this paper discussed the limitations and requirements for proper use, especially related to the minimum number of sample requirements for table 2x2. Two distinct research designs can give rise to 2 × 2 tables: Model I (Row totals fixed, column totals free to vary), Model II (Both row & column totals free to vary). Model I
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where we wish to test the hypothesis that two proportions are equal. Model II where we wish to test the hypothesis of independence of two variables of classification.

The validity of the chi-square test depends on both the sample size and the number of cells. Several rules of thumb have been suggested to indicate whether the chi-square approximation is satisfactory. One such rule suggested by Cochran (1954) says that the approximation is adequate if no expected cell frequencies are less than one and no more than 20% are less than five. Because of the expected cell frequency criterion in the second sampling strategy, it may be necessary to combine similar categories to lessen the number of categories in your table or to examine the data by subcategories.

2. Contingency Table 2x2 Analysis

A number of experiments involve binary outcomes (i.e., 1 and 0, yes and no). Typically, these occur when you are observing the presence or absence of a characteristic such as a disease, flaw, mechanical breakdown, death, failure, and so on. The analysis of the relationship between two bivariate categorical variables results in a $2 \times 2$ crosstabulation table of counts. There are $2 \times 2$ possible combinations of responses for these two variables. The $2 \times 2$ crosstabulation or contingency table has 2 rows and 2 columns consisting of $2 \times 2$ cells containing the observed counts (frequencies) for each of the $2 \times 2$ combinations. The observed frequencies are presented in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>B^c</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>a</td>
<td>b</td>
<td>m_1</td>
</tr>
<tr>
<td>A^c</td>
<td>b</td>
<td>d</td>
<td>m_2</td>
</tr>
<tr>
<td>Total</td>
<td>m_1</td>
<td>m_2</td>
<td>N</td>
</tr>
</tbody>
</table>

This type of analysis is called a contingency table analysis and is usually accomplished using a chi-square statistic that compares the observed counts with those that would be expected if there were no association between the two variables. Two separate sampling strategies lead to the chi-square contingency table analysis:

1. **Test for Homogeneity (Model I).** Separate random samples are taken from each of two or more populations to determine whether the responses related to a single categorical variable are consistent across populations. In this setting, you have a categorical variable collected separately from two or more populations. The hypotheses are as follows:

   - $H_0$: The distribution of the categorical variable is the same across the populations.
   - $H_a$: The distribution of the categorical variable differs across the populations.

2. **Test of Independence (Model II).** A single random sample of observations is selected from the population of interest, and the data are categorized on the basis of the two variables of interest. In this case, you have two variables and are interested in testing whether there is an association between the two variables. Specifically, the hypotheses to be tested are the following:

   - $H_0$: There is no association between the two variables.
   - $H_a$: The two variables are associated.

The two-way table is set up the same way regardless of the sampling strategy, and the chi-square test is conducted in exactly the same way. The only real difference in the analysis is in the statement of the hypotheses and conclusions. The chi squared test were (1) Pearson’s Chi-Squared test (2) Yates’s Chi-Squared test (3) Likelihood Ratio Chi-Square test (4) The ‘N - 1’ Chi-Squared test.

The original chi-square test, often known as Pearson's chi-square, dates from papers by Karl Pearson in the earlier 1900s. The test serves both as a "goodness-of-fit" test, where the data are categorized along one dimension, and as a test for the more common "contingency table", in which categorization is across two or more dimensions. The standard Pearson chi-square statistic for 2x2 Contingency table is defined as

$$
\chi^2 = \frac{(ad - bc)^2}{m_1 m_2 n_1 n_2}
$$

Pearson's chi-square statistic is not the only chi-square test that we have.

The likelihood ratio chi-square builds on the likelihood of the data under the null hypothesis relative to the maximum likelihood. It is defined as

$$
\chi^2 = 2(a \log(aN/m_1n_1) + b \log(bN/m_1n_2) + c \log(cN/m_2n_1) + d \log(dN/m_2n_2))
$$
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If an expected frequency is lower than five, you have alternatives: Yates correction (Yates’s Chi-Squared test) and the N - 1 chi-square test. [2]

Yates’ correction (Yates, 1934) is equivalent to Pearson’s chi-square but with a continuity correction. In cases where an expected frequency is below 5, Yates’ correction brings the result more in line with the true probability.

\[
\chi^2 = \frac{(ad - bc)^2}{N} / m_1 m_2 n_1 n_2
\]

The N - 1 chi-square test is another option. Campbell (2007) carried out a very large sampling study on 2x2 tables comparing different chi-square statistics under different sample sizes and different underlying designs. He found that across all sampling designs, a statistic suggested by Karl Pearson’s worked best in most situations. The statistic is defined as

\[
\chi^2 = (ad - bc) / (N - 1) / m_1 m_2 n_1 n_2
\]

3. Calculation of Minimum Samples Size

Assuming a sample size of 2m by each population of m, observational data can be presented in Table 2. P(A | B) = k and P(Ac | B) = k with 0 < k < 1 and 0 < x < 1.

Table 2. Table of contingency for the sample P(A | B) = k

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Bm</td>
<td>m</td>
</tr>
<tr>
<td>A</td>
<td>Xm</td>
<td>m</td>
</tr>
<tr>
<td>Total</td>
<td>(k + x)m</td>
<td>2m</td>
</tr>
</tbody>
</table>

Based on chi square statistic formulas in equation (1) and (4), going to look for the minimum number of samples that can detect the difference between the proportion of population A and population of A’. The hypothesis is

\[ H_0: P(A | B) = P(A | B) \text{ vs } H_1: P(A | B) \neq P(A | B) \]

The minimum sample size to be able to reject \( H_0 \) with significance level \( \alpha \) for each test statistic occurs as follows:

1. Pearson’s Statistics

\[
\frac{(km(1-x) - xm(1-k)m)^2}{m(mk + x)m(2k - x)m} \geq \chi^2
\]

\[
\Rightarrow m \geq \frac{\chi^2}{2(k-x)^2} (k-x)^2
\]

\[
F(k; \alpha; x) = \frac{\chi^2}{2(k-x)^2}
\]

(5)

\( F(k; \alpha; x) \) is a function that shows the minimum sample required to be able to reject \( H_0 \).

2. Yate’s Statistics

\[
\frac{(km(1-x) - xm(1-k)m - m)^2}{m(mk + x)m(2k - x)m} \geq \chi^2
\]

\[
\Rightarrow 2(k-x)^2m^2 - (4|k-x| + (k+x)(2k-x)\chi^2)m + 2 \geq 0
\]

\[
\Rightarrow m \geq \frac{4(k-x)[(k+x)(2k-x)\chi^2]^{1/2} + \left((4|k-x| + (k+x)(2k-x)\chi^2)^2 - 16(k-x)^2\right)^{1/2}}{2(k-x)^2}
\]

(6)
3. **Campbell’s Statistics**

\[
\frac{(km(1-x)m - xm(1-k)m)^2}{m(m(k+x)m(2-k-x)m} \geq x^2_{\alpha}
\]

\[
\Longleftrightarrow m \geq \frac{x^2_{\alpha}(k+x)(2-k-x))}{2(k-x)^2} + \frac{1}{2}
\]

\[
F(k; \alpha; x) = \frac{x^2_{\alpha}(k+x)(2-k-x))}{2(k-x)^2} + \frac{1}{2}
\]

(7)

4. **Likelihood’s Statistics**

\[
\ln \left( \frac{2km}{(k+x)m} \right)^{2km} \left( \frac{2(1-k)m}{(2-k-x)m} \right)^{2(1-k)m} \left( \frac{2xm}{(k+x)m} \right)^{2x} \left( \frac{2(1-x)m}{(2-k-x)m} \right)^{2(1-x)m} \right) \geq x^2_{\alpha}
\]

\[
\Longleftrightarrow 2m \ln \left( \frac{2k}{(k+x)} \right)^{k} \left( \frac{2(1-k)}{(2-k-x)} \right)^{(1-k)} \left( \frac{2x}{(k+x)} \right)^{x} \left( \frac{2(1-x)}{(2-k-x)} \right)^{(1-x)} \right) \geq x^2_{\alpha}
\]

\[
\Longleftrightarrow m \geq \frac{2m \ln \left( \frac{2k}{(k+x)} \right)^{k} \left( \frac{2(1-k)}{(2-k-x)} \right)^{(1-k)} \left( \frac{2x}{(k+x)} \right)^{x} \left( \frac{2(1-x)}{(2-k-x)} \right)^{(1-x)} \right)}{\chi^2_{\alpha} - 1}
\]

\[
F(k; \alpha; x) = \frac{\chi^2_{\alpha}}{2m \ln \left( \frac{2k}{(k+x)} \right)^{k} \left( \frac{2(1-k)}{(2-k-x)} \right)^{(1-k)} \left( \frac{2x}{(k+x)} \right)^{x} \left( \frac{2(1-x)}{(2-k-x)} \right)^{(1-x)} \right) - 1}
\]

(8)

4. **Properties of Functions** \(F(K; \alpha; X)\)

The properties of the function \(F(k; \alpha; x)\) illustrated using Figure 1 and Figure 2 by taking the value of \(\alpha=0.05\). Figure 1 and Figure 2 describes the effects of changes in the value of \(k\), namely \(P(A \cap B)\) and the difference between the value of \(P(A\mid B)\) and \(P(A\mid B)\).

\(\chi^2 = 3.8415\) and \(d=|k-x|\)

**Figure 1.** Graph \(F(k; \alpha; x)\) on somevaluek  
**Figure 2.** Graph \(F(k; \alpha; x)\) on someevaluated

As in Figure 1, the greater the ability to detect a difference (d smaller) the number of samples required is also greater. Figure 2 illustrates that the sample also needs greater when k approaches 0.5. Furthermore, a comparison of several test statistics can be explained in Table 3 and Figure 3 to Figure 6. Table 3 is an example in the case of k = 0.5 and k = 0.4 which shows that (a) The number of
samples required at Pearson’s statistics, Likelihood’s statistics and Campbell’s statistics relatively similar (b) Yate’s statistics require larger samples than the three other statistics. (c) the greater the ability to detect a difference (d smaller) the number of samples required also getting bigger.  

Table 3. Table contingency $k=0.4$ and $k=0.5$

<table>
<thead>
<tr>
<th>Nilai d</th>
<th>$k=0.4$</th>
<th>$k=0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pearson</td>
<td>Yate</td>
</tr>
<tr>
<td>0.01</td>
<td>18514</td>
<td>19454</td>
</tr>
<tr>
<td>0.02</td>
<td>4647</td>
<td>5117</td>
</tr>
<tr>
<td>0.03</td>
<td>2073</td>
<td>2387</td>
</tr>
<tr>
<td>0.04</td>
<td>1170</td>
<td>1406</td>
</tr>
<tr>
<td>0.05</td>
<td>752</td>
<td>941</td>
</tr>
</tbody>
</table>

In general, to be able to detect the differences of the particular, Yate’s statistics require larger samples than the likelihood’s statistics, Campbell’s statistics and Pearson’s statistics. As in Figure 3 and Figure 4, likelihood’s statistics, Campbell’s statistics and Pearson’s statistics have relatively similar properties. The four statistic has the same pattern (as a function of d or k).

**Figure 3.** The sample size and $d=0.05$

**Figure 4.** The sample size $k=0.1$

In more detail, to determine the statistical differences, likelihood’s statistics, Campbell’s statistics and Pearson’s statistics taken short intervals. From Figure 5 and Figure 6, it appears that the order from the smallest sample size respectively: likelihood’s statistics, and Pearson’s statistics and Campbell’s statistics.
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**Figure 5.** The sample size at $k \in (0.01, 0.04)$

**Figure 6.** The sample size at $k \in (0.5, 0.53)$

5. Conclusion

From the above discussion it can be concluded that (a) The higher the sample size, the ability to detect differences (rejecting $H_0$), the better. (b) The ability of Yate’s statistics to be lower than Pearson’s statistics, Likelihood’s statistics, and Campbell’s statistics. (c) Ability Likelihood’s statistics relatively similar to the Pearson’s statistics and better than the Campbell’s statistics should give a summary of:
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